
effects of fast fading are noticed in the channe l measurement
process (e.g., extraction of phase references in coherent and
differentially coherent detection and predetection combining)
and are determined by the Doppler power spectrum . Thus , for
high-speed data transmission , one may replace the actual scat-
tering function by a simpler scattering function ,

S(~~,i~’) = S(~~) P(tI) (2.32)

and yet have the error ra tes due to rnul tipath and fas t fa d ing
be essentially iden tical . More over , as discussed in [2.30],
these effects are dependent , to first order , on a sing le first-
order parameter of the Doppler spectrum , the rms Dopp ler sprea 1

B. This parameter is simp ly twice the standard deviation of
the power spectrum when it is made to look like a probability
densi ty fun ct ion by normalizing it to unit area. As a result
of these considera tions , the syn the tic surface mul tipa th s imu-
lator has complex tap gain functions with identical unimodal
power spectra . Front panel controls allow selection of the
desired rms Doppler spread .

We now consider the behavior of the comp lex tap gain
funct ions  for the case of re f rac t ive  mu l t i pa th .

Using (2.10) in (2 .19)  we f ind that  the tap gain funct ion
for refractive multipath takes the form

1 K -j2~if r (t)
g~~( t )  = ~— ~~~ ak (t )  e 0 k 

h [~
— _ r

k ( t)]  (2 .33)

This expression contains K terms , each corresponding to a
pa r t i cu la r  discrete  moving path of the mul t ipa th  s t ruc t ure .
To s imp lif y the discussion , let us examine a single moving path
and drop the k subscr ip t . This moving path is character ized by
:-he two t ime-var iant  parameters , delay r ( t )  and amp li tude a ( t ) .
I t has a discrete tapped delay line model represen tation with
the ~~~ comp lex tap gain given by
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—j2 -ir f0
r (t) r~= 

~~~
— a(t) e hI~

— -T (t) -

0 L O

1 -j2irf
0
r ( t)

= 
~~~

— a(t) e [h(~ ) - T ( t ) J  ~~~~~~~~~~~~~~ (2.34)
O 0

We see that g~ (t) at a given time instant is just a sampled
ver sion of the window func tion which has a delay and comp lex
amp litude de termined by the value of a(t) and r(t) at that time
instant . The comp lex tap gains are comp letely correlated in
comp lete contras t  to the tap gains for  surface mul t ipa th .

A convenien t pi cture describing the varia tion of the tap
gain with time for  a sing le path is of a s lowly moving and
slowly amp litude changing window func t ion  moving along an axis
with pickets every l/W 0, as shown in Figure 2.11 for a tri-
angular window function . For simplicity,  only the amp litude
change a(t) is indicated in this figure by the dashed line
connecting the peaks of the triangle. The tap gain function
g~(t) is obtained by “sitting” on ~=~~/W0 and watching the
complex values observed as the triangle moves.

The complete refractive multipath structure is obtained by
adding up the moving window functions for eac h path . Thus ,
g~,(t )  would be the summation of comp lex samp les from the delayed
moving window fun ct ions for  each path.  It should be c lear at
this point that independent comp lex Gaussian tap gain functions
cannot be expected to represent refractive multipath. CNR has
provided a true refractive multipath simulation . Complex tap
gains are generated for up to seven moving paths , as desc ribed
in Eq.  (2 .33) , by the use of a minicomputer into which is fed
(via digital tape) the time variable ampli tudes and delays of
the pa ths previously computed according to some desired scenario.

The synthetic simulation of ionospheric scintillation in-
volves the use of one complex mul tip lier to insert time-variant
amp li tude and phase f lu ctua tions on the direc t path , because
this phenomenon is not f requency-select ive. The same minicom-
puter is used to generate these fluctuations . In [2.25], it is
shown that an appropriate mode l for the ionospheric fluctuations
consists of in-phase and quadrature Gaussian fluctuations of
different mean strength , with the rela tive streng th dependen t
on the operating frequenc y and intensity of the anomalous iono-
spheric electron density.
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Ra t e  R e p ro du  i h i i i  t-

The f u n c t i o n  of t he  wideband 1. 05 ~.i -n ulatu r is to  t e s t
digital modems so as to de te mii i iit- , in th u  l a b o r a t o r y , the e f f e c t
on performance that LOS radio channe l characteristics would have
if the modem were actuall y field-tested at some future date . In
designing the simulator , this objective was kept in mind because
it allowe d placement of practical design constraints on the
simulator and kept the cost of development from being inc reased
unnecessarily. Thus , for  examp le , in channel p layback simula-
tion , it is only necessary to reproduce the channel characteris-
tics with sufficient fidelity to reproduce modem error rate
behavior . Des ign nonideali ties and channe l perturbations which
have an imperceptible effect on modem error rate performance
may be ignored. We consider first the effect of undesired addi-
tive noise on modem performance and then the effect of undesired
signal distortions . Both spread-spectrum and nonspread-spectrum
modems are considered.

Undesired additive noise contributions may enter into the
simulator in two different ways . First we note that , in channel
measurement with the prober/analyzer , additive noise at the
anal yzer input will result in noise contributions to the measured
channel tap gains . Then, in channe l p layback. the simulator will
produce a spurious output due to these noise contributions. The
effect of the noise in the tap gains may be modeled as a dis-
persive “noise” channel in paralle l with the desired played-back
channel. Another way that noise enters into the simulation is
via thermal noise effects in the simulator itself. This level
has been specified to be no greater than -50 dBm in a 100-MHz
bandwidth at the output . For the nominal output signal level
of 0 dBm , this constitutes a 50-dB SNR.

Cons ider the e f fe ct of add itive noise in the simu la tor and
consider conventional digital communication techniques used in
radio communications , e.g., FSK , PSK , DPSK . A t high SNR , the
error ra te perfor mances of these techniq ues are wi thin a range
of 3 dB , with binary PSK being best and noncoherent FSK worst.
For noncoherent FSK , bit error rates of 6.3xl0~~

-5 and
9.6 x 10-23 occur for SNR ’s of 18 and 20 dB , respe ctively, where
SNR is defi ned as the ra tio of signal power to the no ise powe r

* 1 / SNR\ I ,‘ 10SNR(dB)Pe = ~ exp~ - —i----) = ~- exp~ - 
2
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in a bandwidth equal to the bit rate . From this calculation
we see that additive noise , per Se , can be as high as -18 dBm
without causing a significant bit error rate . The effect of
such a system noise level is to cause an irreducible error
probability of 6.3xl0~~-5 for the noncoherent FSK modem . That
is to say , a curve of error rate vs. SNR obtained by adjusting
the noise level in the simulator would show a bottoming-out as
SNR ’s approach and exceed 18 dB. At an apparent input SNR of
12 dB , the actual SNR will be 11 dB. This one dB shift is
undesirab le since it occurs at SNR ’s where significant errors
occur (Pe = l.1xl0 4 at SNR = 12 dB). A system noise level
of -24 dBm would produce a shift of 0.5 dB at an input SNR of
15 dB (Pe = 5.6x10 8). Clearly,  the -50 dBm specified in the
simulator is more than adequate to remove the effects of simu-
lator noise on modem performance even at signal levels lower
than -20 dBm .

In the case of DCS microwave links, cons ideration is being
given to transmission of 2 bi ts/sec /Hz of bandwi dth with satur a-
ting power amplifiers . Such modem techniques require more SNR
for the same error rate than the conventional modems mentioned
above , sometimes as much as 10 dB greater [2.16]. In such a
case , one would like the system SNR to be 34 dB or greater.
Clearl y,  the simulator reaches this objective also.

For the case of PN spread-spect rum modems , the basic sig-
naling elements are orders of magnitude wider in bandwidth than
the bit rates. Thus , the SNR in a bandwidth equal to the bit
ra te is correspondin gly orders of magni tude larger for a given
system noise than for the case of a conventiona l modem. As a
consequence , we have as sumed that if sys tem level noise is small
enough for conventional modem error rate reproducib ility, it
is more than small enough for the case of spread-spectrum modems .
This phenomenon appears true for all nonidealities. That is to
say,  if an equipment nonideality is small enough no t to aff ect
conventional modem error rate reproducibility, it is more than
small enough for the case of spread-spectrum modems .

Consider now the case of noise introduced in the prober!
anal yzer. When the channel is probed , there will  always be a
background of Gaussian receiver noise. Thus the measured im-
pulse response will actually consis t of a desired impuls e
respon se an d a “noise” impulse response. The resulting p layed-
back channel will behave as the paralle l combination of two
channe ls  — the desired channel  and a “noise channe l” . Thc
following usefu l theorem has been proven by Bello [2.311:
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If channel probing takes place with a received probing
signal having power P and noise bandwidth BT in the
presence of receiver noise of one-sided power densi ty
N0, then the noise channel acts like a surface multi-
path channel in which the ratio of the average strength
of the desired played back channel transfer function
to the noise p layed back channel transfer function is
given b y:

S
- 

__i__ (2 .35)
Nch N

0 
K B

T~

where it has been assumed that the prober demodulator
consists of K adjacent correlator taps A seconds
apart in delay , with an integrate-and-dump f i l ter
having a total integrate time T* for extracting the
tap gain estimate at the correlator output. The
noise scatter channel has a uniform rectangular delay
power spectrum of duration KA and a Doppler power
spectrum of shape 

~
HL(v) ~

2, where HL(v) is the
transfer  func tion of the tap gain low pass f i l ter-
ing including all low pass filtering up to the
input to the complex modulators of the tapped delay
line.

Since the noise channel fluctuations and the modem signal
are statistically independen t, and since the noise fluctuations
are comp lex Gaussian , one may show that the effect of the noise
channel in produc ing error rates for a given SCh /N~h can be
equal in some cases (e.g., binary PSK) to that produced by
additive noise for an SNR equal to the value of Sch /N ch. How-
ever , it must be recognized that the noise channe l produces
intersymbol interference and is a multiplicative effect. Thus ,
a change in the modem signal level leaves Sch /N ch unchanged.
In addition , a reduction in bit rate (as in the case of a spread
spec trum modem), which increases the SNR for a given system
n oise level , will leave Sch /N ch unchanged.

*This integrate time is selectab le as a multip le of the PN se-
quen ce period , depending on the Dopp ler spread of the channe l ,
i.e., T 1 T 0, where 1= 1 ,2,4,8,16,32.
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I f  the onl y s i g n i f i c a n t  nonideali ty  present in the sys tem
was that due to noise received in the prober/analyz er , one could
argue that an sCh/NCh of at least 24 dB would be satisfactory
as in the case of SNR. However , there are a large number of
possible multip licative perturbations in the overall system , and
it is necessary to consider the cumulative effect of all these
perturbations in assigning tolerable levels. Thus , the fo l l ow-
ing sources of multiplicative perturbation s may be identified:

• Amp litude and group de lay distortion in filters

• Amp lit ude and group delay d is tor t ion  in acoustic
delay line

• Amplitude and phase in ser tion errors in comp lex
modulators  and tapped delay line

• Leakage through complex modulators

• Phase sh i f t s  on tapped delay line produced by
temperature changes

• Aliasing crosstalk due to samp ling impul se
response in prober/analyzer

• DC components at the correlator  outputs of the
prober/analyzer

• Cross ta lk  c omponents at the correlator  outputs
produced by pseudo-noise sequence signal probing
and correlati on

• A l i a s i ng  c r o s s t a l k  and d i s to r t ion  appearing in
recovery of comp lex tap gains from sampled
versions

We consider each of these disturbances. Consider first
amp litude and group delay distortion s in filters . One may
regard  the distortions as being produced by a “distortion”
channe l with transfer function D(f) in parallel with the de-
sired distortion-free transfer function . This distortion
channel , being a linear filter , has a repr esen tation in terms
of a tapped delay line . Thus , one may always regard the dis-
tortion as being produced by a set of discrete echoes, i .e .,
discrete nonfading multipath. For a given small peak amp li tude
or grou p delay ripp le departure from ideal , one may arg ue
heuristically tha t a sing le echo whi ch produces such a peak
departure  provides a worst  case as far as affecting modem error
rate behavior. A multip le path model providing the same peak
d is tor tion would have the sum of the peak val ues of the complex
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pa th gains bound ed by the peak distortion in the transfer
function . But multip le paths spaced farther apart than the
symbol durat ions would produce intersymbol interferences which
woul d add independen tly. Thus , wi th a sing le path mode l pro-
viding the same peak dis tor tion , the peak value of total inter-
symbol interference will occur 5O~, of the time for binary PSK
bu t less of ten wi th a mul tiple path model, and the error rate
with the single path model would be larger.

Consider then the sizes of the single interfering path
which produces various peak distortions and the impact of this
distortion on error rate for a binary PSK system . For a path
18, 24 , and 30 dB below the direc t path , we find peak amp litude
ripples of 1.02, 0.52, and 0.27 dB in the transfer function
amp litude and group de lay ripples of T/8 , r/16 , and r/ 32 seconds
where r is the delay of the path relative to the direct path.
The distortion specification in the work statement calls for a
peak amplitude ripple of 0.5 dB , which corresponds to a dis-
turbing echo or path 24 dB below the direct path. From a modem
performance point of view , the echo produces an interfering
pulse 24 dB below the desired pulse and changes the detector
output by ±0.5 dB. For low error rates , the error ra te will be
dominated by the 0.5-dB reduction in signal strength . In
summary , then , the effect of a peak distortion of ±0.5 dB in
the amplitude characteris tic , or ±(T/16) in the group delay
characteristic , is bounded by 0.5 dB in the modem error rate
vs. SNR behavior at high SNR. To select the worst-case path
delay -r , one should choose the minimum value of -r y ie lding the
maximum interference ; namely,  r equal to the duration of one bit.
Thus , at 100-Mb/s binary PSK , a peak group delay ripple of %ns
can be expected to produce , at most , a 0.5-dB degradation .

As far as ampli tude and grou p delay dis tortion in the
acous tic de lay line is concerned , the same argumen ts just pro-
posed for filter distortion clearly appl y, as they do for any
linear system .

In dealing with the type of distortion introduced by the
lumped f ilters in the simula tor , howeve r , it mus t be recognized
that some distortions follow characteristic slow changes over
the passband that are not simply characterized by “ripple” in
group delay and amp litude . For these cases , one mus t carry
out error rate performance calculations specialized to the
types of dis tor tion as have been carried out by Sunde [2.33].
Because of the fact that the major group delay and amplitude
distortions of the lumped filters occur at the band edges where
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the power leve l of the data signal is low, it is found that
muc h larger  d i s tor t ion  in amp li tude and group delay are ac tua l ly
t o l e r ab l e  before  s ign i f ican t  SNR performance degradat ion occurs .
The e f f e c t i v e  anal yze r / s imu lator f i l t e r ing  has been designed
u s i n g  [ 2 . 3 3 ]  in order to keep the corresponding d i s to r t ions  f rom
causing significant performance degradation .

Comp lex modulators are used in the tapped delay line to
vary the amplitude and phase of the tap output according to an
appropr ia te  t ime-va r i an t  comp lex gain obtained e i ther  by p lay-
back of the measured and stored channel or by synthetic genera-
tion . These modulators  have been bu i l t  to have a wide dyn ami c
range . However , practical limitation s will prevent perfect
linearity. Thus , as the input comp lex gain changes over a set
of value s , the actual complex gain inserted on the tap output
wi l l  d i f f e r  from the input sl ight ly in its amp litude and phase
or in i ts in-phase an d quadra ture  components .  The c umu lative
e f f e c t  of these small insert ion errors for the whole set of tap
outputs  wil l  resu l t  in a distortion of the reproduced or syn-
the t ic  t r ans fe r  func t ion .

One may mode l th is  d is tor t ion  by a “dis tor t ion channel”
in parallel with the undistorted channel , where the tapped delay
line mode l of this distortion channel has comp lex gains equal to
the in -phase and quadra ture  c omponents of the insertion errors
at each tap .  Making the reasonable assumption of independent
insertion errors at each tap, we see that the distortion c~ianrie 1
transfer function has characteristics similar to those of the
“noise ” ch anne l discus sed prev ious l y .  Howeve r , in one impo r tan t
respect  the d i s to r t ion  channe l  d i f f e r s  from the noise c !iannel:
the leve l of d i s t o rt i o -~ depends on the leve l of the desired
mutti path si~ -~al  ~~en c-  :ated by the distortion-free tapped delay
line  model. A strong m i ’ti path signal will considerab ly degrade
dig i t a l  t r ansmis s ion  pe r fo rmance  ove r an LOS l ink . Small per-
tu rbat ion s in th~ m u l t i .pa th  s ignal , caused b y the d i s to r t ion
channe l , r enr e s e n t  a sn h l r i o u s  m u l t i pa th  s igna l  cons ide rab ly
below th e ac tua l m u l t i r a t h  signa , and shou l d have mi no r im pac t
on e r ror  rate  r e s p o n s ih i l i t y .

To e s t ima t e  the leve l of this spurious multipath signal in
re la t ion  to the des i red  m u l t i p a t h  signal , we may make use of
cai.utation s by Bello [ 2 . 1 8 ]  who shows that  the s t r eng th  of the
spurious multipath signal relative to the desjçred multipath
s igna l  at the  s i m u l a t o r  output is given by (~~~+~~~) where
are  the  mean-squared  value s for  an assumed random d i s t r ibudion
of i n s e r t i o n  phase erroi - ( in  r ad ians )  and los s e r ror  (in nepers)
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on each tap . Thus we see that an rms phase insertion error of
20 (± 60 peak errors for three standard deviations) produces a
spurious mul tipath signal 29 dB below the de sired mul tipath
signal. Also , an rms error in insertion loss of 0.3 dB
(± 0.9 dB peak errors) produces the same level of spurious
multipath signal. It should be realized that weak multipath
signals , say 20 dB below the direc t path signal , will have
negligible effect on conventional digital modem performance ,
since such multipath will affect modem performance as random
noise does. ~Recal1 tha t, for a noncoherent FSK modem ,
Fe = 9.6x10 ’3 at 20-dB SNR.) The simulator , as imp lemented ,
utilizes 32 c omp lex modulators . For the case of independent
comp lex rap gain modulations on each tap (corresponding to
worst-case surface multipath), the mul tipa th ou tpu t is enhanc ed
by 15 dB relative to the strength of a single tap . For the
output multipath signal to be 20 dB below the direct path signal
then requires that the level of the input multipath modulation
per tap be at a level of 35 dB below the direct path modulation
( the  lat ter  being set at the maximum by the simulator). At this
low inpu t, the distortion multipath signal at the output is at
a level 24 dB below the multipath signal (± 0.5 dB rms insertion
loss error domination) or 44 dB below the direct path .

The maximum leve l that surfa ce mul tipath can be expec ted to
have at the simulator output is that of the direct path signal.
In such a case , the uniform multipath mode l, described above ,
will require tap modulations at a level 15 dB below the maximum
modulation level. The distortion multipath signal would be at a
level of 24 dB below the direct path and wil l  be to ta l ly ob-
scured b y the valid mul t ipa th  signal as fa r  as affecting modem
error rate.

In the case of re f rac t ive  mul t ipa th , there wil l  be a few
discrete  paths (rare ly reaching 6 - 7 for  the longer p a t h s ) ,  but
these can be c omparable in size , or even larger than the direct
path . As a result , the dis tor tion mul tipath sign al can be ex-
pected to be 30 - 40 dB lower than the val id m u l t i path signal
at the simulator output . Again , since the valid rnul t ipa th
signal is dominating the error  rate behavior by interference
with  the direct  path , the small d i s to r t ion  component 30 - 40 dB
below the mut l ipa th  will  have negligible additional e f f e c t  on
modem error rate behavior .

We conside r now the e f f e c t  of tempera tur e change on the
tapped delay line . A temperature  change wi ll  cause the length
of the delay line to change , which is mathemat ica l ly equivalent
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to a time scale change of a channel snapshot impulse response .
From elementary Fo urier theory , we know tha t if a change in
time scale occurs in a function h(t), there is a corresponding
inverse scale change in the transform H(f), i.e.,

h ( t )  -• h [(l+a )t] H (f) 
1 a H(1 

~ 
) ( 2 . 3 6 )

A the rmal  c o e f f i c i e n t  of expansion for the delay line is typi-
cal l y 4x10 5/°C, i.e., a 4x10 5 per °C. Thus, if the band
center of the reproduced channe l were at f0 and a change in
tempera ture  of AT °C occurred , the band center  would sh i f t  b y
M , given by

s~~ 4xl0
5 A T f

0 
(2.37)

Table 2-5 shows some representative calculations assuming a band
center at 400 MHz and temperature changes of ±0.5°C and ±5°C .
Sinc e a range of ± 5 °C seems reasonab le for the laboratory
environment of the simulator , there should not be any need for
an oven.

The ha rmfu lness  of f r equency  s h i f t s  of the channe l t r a n s f e r
function on modem error rate reproducibility is not simp ly cal-
cu l t a t ed .  Howeve r , b y adopt ing  a somewhat d i f f e r e n t  point of
view , we can use previous arguments to determine when it is
neg ligib le . This point  of view regards  the f r equency  s h i f t  c-f
the t r ans fer func t ion  as having been caused a lmost e n t i r e ly b y
the un i fo rm phase s h i f t  in t roduced between adj acent  taps of the
delay line b y the sli ght change in de lay . This may be proven
by expressing the impulse response h ( t )  in the c omp lex envelope
form

j2lTf
0
t

h (t) = e h
0
(t) (2.38’)

The change in time scale is so small  that  its e f f e c t  on h0 ( t )  is
impercep t ible . Howeve r , since f~ is so large (f 0 = I Gc , say) ,
the change in time scale does a f f e c t  the exponent , changing the
impulse response effective ly to

j2lTf
0
t j2nf

0
at

h(t) —— e e h0 ( t )  ( 2 . 3 9 )
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TABLE 2-5

CENTER FREQUENCY SHIFTS IN PLAYED-BACK CHANNEL AND
CUMULATIVE PHASE SHIFTS OVER 200-ns DELAY PROD UCED BY

TAPPED DELA Y LINE AMBIEN T TEMPERATURE CHANGES

Temperature Change

0~~~ 0
+ O.5 C + 5 C

Phase Shift*
for 200-ns ± 0.59 ± 5~ 92
Delay at 400 MHz

Band Cen ter*
Frequency Shift + 8 kc + 80 kc
Caused in — —

Simulator

*Assumed delay line coefficient of thermal expansion

4 x l0 5
/°C.

2-4 9



which is exact l y a frequency sh i f t . Howeve r , note that  for  the
tapped delay line representation

h
0(t) ~~~~~~~ 

6 (t-kA ) (2.40)

whe re A is the de lay between taps ( 7 . 5  ns for  the design) .
Equation ( 2 . 3 9 )  says that  the comp lex envelope has been changed
as fo l lows:

j2iif
0
at j2~Tf0

kA
h
0(
t) — e h

0(t) ~~~~~~~~~~~~~~~~~ 
e 6(t - ku)

(2.41)

which exhibits the described phase shif t property between taps .
Table 2-5 shows that over the Length of the delay line
(233.5  ns) a phase insert ion error of less than 5~~90 will accu-
mulate on the last tap , or less than 0.2° per tap, if the
temperature stays within +5°c.

As discussed in the previous section , the process of using
a tapped delay line model for  channel p layback s imulation is a
sampling process along the delay variab le of the channel impulse
response , and , like al l  sampling processes , introduces some alias
crosstalk . To control this crosstalk , a filter is used at the
input to the mul t i path analyzer to limit the spec t rum of the
received signal prior to correlat ion processing . U n for Lu n a t e l ’~- ,
th is  f i l t e r  mus t also satisf y the conf l ic t ing  requirement  of not
d i s to r t ing  the channe l in the reproducible bandwidth (e.g.,
100 M H z ) .  The f i l t e r  design problem is simp l if ied by making the
s amp ling interval , i . e . ,  spacing between taps on the de lay line ,
as small  as possible . Howeve r , the cost of the s imulator in-
creases linearly with the number of taps so every attempt is
made to keep the tap spacing as large as possible consistent
with a maximum leve l of alias cro sstalk and inband dis tor tion.
It  was found tha t a choice of tap spacing equal to 3/4 the
duration of a PN sequence chip ( e . g . ,  7 . 5  ns for l0-ns probing)
and a s ix th-order  B u t t erw o r t h  f i l t e r  of the proper bandwidth
allowe d the alias cross ta lk  to be l imited to 40 dB below the
desired channe l t r ans f e r  f u n c t i o n  and the inband dis tor t ion to
be neg ligib le provided an appropira te equalizer is used in the
s imula to r  to counteract  the spectral  shap ing of the PN sequence
t r ansmi t t ed  spec t rum . From our previous discussions we see that
this level of cross talk will be totally negligible in its e f fec t
on modem error rate reproducibility . Table 2-6 presents some
parameters for a set of sixth-order Butterworth-Thompson
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filters [2.32] that reduce the alias crosstalk to -40 dB for a
tap spac ing of 3/4 4~ (Aj = 10 ns for 100-MHz cha rac te r i za t ion ) .
But terworth— Thompson f i l t e r s  are indexed on a parameter m which
ranges from 0 (But te rworth  f i l t e r )  to 1 (Bessel  f i l t e r) . The
3-dB bandwidth , gain at the edges of the characterization band—
width(± 1/2 

~~ 
about band center), and group delay d i f f erence

be tween midband and ed ges of char acterization bandwidth are
presented for  values of r n = O , 0 . 2 , 0.4 , 0.6 , 0.8 , and 1.0. Note
that the amplitude dis tor tion is neg ligible for the Bu tterwor th
f i l t e r  and the group delay di stor tion only 0.36 ns for the
100-MH z characterization.

The existence of an IF filter with transfer function H(f)
in the analyzer and a rectangular “chip” of duration in the
prober imp lies an inherent s ingle-path t r ans fe r  funct ion [ see
(2 .4 )  and the surrounding discussion]:

fsin n f~~\
2

K(f) = H(f) (2.42)

Figure 2.12 presents the Fourier transform of K(f) or channel
impulse response k ( t ) ,  for  the But terworth  and Bessel f i lters
listed in Table 2-6. The dashed triangle indicates the sing le-
path channel impulse 1-ebponse without any IF filter. Note that ,
in the case of the Butterworth f i l t e r , the impulse response
dura tion increases by around 1.5 ~~ beyond the 2 of the tri-
ang le , while the increase is onl y around 0.6 for the Bessel
f i l t e r .  It should be recognized that this spreading subtracts
from the mul t ipath  spread measuremeat capabi l i ty  of the prober/
analyzer. In the present design , the spreading is small . How-
ever , any attempt to increase the tap spacing significantly
forces  the ban dwidths of the filters to be reduced considerably
to achieve the -40 dB alias cross talk . This bandwi dth narrowing
rapidly extends the “tail” of the system impulse response .
Figure 2.13 i l lus t ra tes  this behavior for  a tap spacing of
0.8 with a fou r th -  and sixth-order But te rwor th  f i l t e r .

Analog correlators suffer from certain dynamic range
l imita t ions. At the small signal end of the range , the limita-
tion of the correlators is in the apparance of low-level dc
components. Because there are only two complex analog corre-
la tions , which are time-division-multip lexed , the same spurious
dc is fed to up to 16 multip lexed correlator outputs corres-
ponding to a particular analog correlator. The two pairs of
16 correlator outputs ale interlaced. Consider the effect on
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the reproduced transfer fun ction of a spurious dc y on one set
of 16 correlator outputs . Mathematically,  the corresponding
distortion transfer function is:

D(f) = 
k~~. 

e~
2
~~

2
~~’~ ~~~ 

sin 7rf32,A 
e~

0 (2.43)

Thus , at the center of the band , the distor tions add coheren tly
to produce a level 16 times, or 24 dB , larger. However , this
perturba tion damp s out away from the center of the band accor-
ding to a (sin ITf32A/7Tf324) behavior . The other set of 16 taps
produces an effect of the same size, bu t phased differently.
In the worst case , it may add directly,  producing a net pertur-
bation 30 dB higher than the dc on a single correlator output .

While such a distortion is large in the vicinity of the
center of the band , its effect on modem error rate can be sur-
prisingly small because, in analyzing the statistics of the
intersymbol interference produced , it becomes evident that the
coherency eff ect is large ly negated by the data randomness. On
the other han d , any carrier component of the modem near the
center of the band will cer tainly be grossly affected unless
the dc component is very small. To keep the perturbation at
the band center to within ± 0.5 dB requires that the dc compo-
nent be 54 dB down in the worst case. Unless the modem uses
some special signaling element near the center of the band ,
e. g . ,  a carrier component for  phase reference extraction , this
is an unnecessari ly severe specification.

The analyzer meets the -54 dB specification at each corre-
lator output for all modes of operation of the prober/analyzer
except the maximum Dopp ler spread mode. Except in this mode ,
1800 reversals are inser ted into the mul tiplexed corre lation
opera tions on alterna te correla tions , and a compensating rever-
sal is used at the correlator output . In this way , the spurious
dc componen ts alternate in sign on adjacen t taps in each set of
16, and their contribution cancels at the midband . The ripple
builds up to a maximum at a frequency ± (l/2~) on each side of
midband . For ~~= 7.5 ns , ± (l/2i~) corresponds to ± 66 2/3 MHz.
Since the reproducible bandwidth lies in the interval ± 50 MHz
about midban d , this ripp le is attenuated at the edge of the
reproducible bandwidth by around 22 dB. Thus , dc componen ts
35 dB down from maximum at the multiplexed correlator outputs
will still only produce perturbations which , under the worst
combination of conditions , correspond to a per turba tion

2-55

A’ 
- 



35 - 30+22 = 27 dB down . Moreover , as pointed ou t above , in
examining the effect of intersymbol interference , it is more
sensible in evaluating the effect on modem error rate to regard
the dc components as producing a spurious multipath s ignal  at
a level 35 dB below the direct path.

It has been shown that two types of spurious components ,
called dc crosstalk and harmonic crosstalk, are introdiced into
the corre lator outputs  of the mul t ipa th  anal yzer by the correla-
tion process. The forme r is caused by the small carrier compo-
nent transmitted by the PN sequence prober (the number of l’s
and 0 ’s of a PN sequen ce diff er by one) and produces an identi-
cal component at all correlator output proportional to the time -
variant transfer function of the channel at midband . The latter
consi sts of componen ts a t harmonics of the PN sequence funda-
mental frequency. Both have bandwidths of the order of the
Dopp ler spread of the channel .

Since the dc c ross ta lk  is the same for  all taps , its e f f e c t
on the played-back transfer function is the same as the dc un-
balance of the correlator output dis cussed above.  However , one
may not cancel this  term out by alternately changing the PN
sequence phase ± 1800. The major per turba tion occurs at band
center. From Eq. (5.51) of [2.18], one may show tha t thi s
maximum perturbation at band center has a magnitude of

( 2 . 4 4 )

where is the PN sequen ce pulse dura tion , ~ is the tap spacing ,
K is the number of taps used , and N is the length of the PN
sequence . For the prober/analyzer parameters chosen , this per-
tu rba tion is 35 dB below the val ue of the played-back transfer
fun c t ion at midband and , in add ition , is correla ted with it .
Thus , at midband , it causes at most a pe r tu rba t ion  of 0.15 db
in the m u l t i p a t h  s ignal  t ransfer funct ion . When ~ne recalls
that such a localized perturbation is considerab ly less harmful
from the point of intersymbol interference than that caused by
a single pa th , it is concluded that dc crosstalk effects may be
ignored.

The upper bound for harmonic crosstalk appears at the
output of the integr,~te-and-dump (I&D) circuit following the
cor re la to r . This I&D integrates over exactly one period of the
locally-generated PN sequence , and t h u s  has nu l l s  in i ts t ran s-
f er fun ct ion at harmonics of the PN sequen ce fundamen tal
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frequency. These nulls tend to cancel the harmonic crosstalk
components , but the nonzero Doppler spread of the components
prevents complete cancellation . Assuming an rms Doppler spread
B , one may compute that the qth harmonic cross talk componen t on
any correlator out ut normalized to the desired multipath signal
at the p layback tapped delay line output is given by

S /B T \ 2harm ,g = 2 ~~~~~
S h N \ q /  

( .45)

where T0 is the period of the PN sequence.

Due to the samp ling process following the I&D , the harmonic
crosstalk components get folded into the lowpass region of the
correlator output . Making the worst-case assumption that aLl
components appear aroun d dc , the total normalized harmonic
crosstalk per correlator outpu t becomes

S /BT~~
2

harm ,tap — 2 ( O ~ 1
S N \ 2 J  

L 2ch 1 q

‘BT~~
2 

2
2~ LJ~i ‘r (2.46 )
N \ 2 /  3

Finally,  assuming independent crosstalk fluctuations on each
tap, the output signal due to harmonic crosstalk normalized to
the desired multipath signal is given by

S /BT \ 2 2harm 2K 1 01 
~ 247S h 

— 
N~~~~~2 /  ~

Assuming a worst-case Dopp ler spread of 1 kllz , Eq.  ( 2 . 4 7 )  yie lds
a harmonic crosstalk contribution 50 dB below the multipath
signal. A Doppler spread of 10 kHz would increase this by
20 dB to a level 30 dB below the multipath signal. Thus , it
is also clear that harmonic crosstalk will have negligible
effect on modem error rate reproducibility .

We consider now the introduction of degradation into the
simulation caused by the samp ling and reconstruc tion process
that takes p lace for  each measured comp lex tap gain . Due to
the time-division-multiplexing process and the need to provide
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settling time for the analog integrate-and-dump , the interval
between samp les of a par ticular complex tap gain , r~~, is much
larger than the total integrate time T associated with that tap
gain measurement. The spectrum of the sampled signal contrains
aliases of the desired spectrum centered at multip lex of
± l/r 5 Hz. Figure 2.14 shows two of these aliases straddling
the desired lowpass tap gain process.

To extract the desired signal , the equipment includes a
linear interpolator which acts like a filter with transfer
function (sin iifr 5 / 7rfr s ) 2 , as shown in Figure 2.14 . This
filter suppresses considerab ly the aliases while passing the
desired signal with small distortion .

Calculation of the total distortion power after interpola-
tion relative to the desired signal power , assuming a Gaussian-
shaped signal spectrum , yields the values indicated in Table 2-7
as a funct ion of the ratio of the rms Doppler spread to the
sampling rate. Even at a Doppler spread as high as 0.354 times
the samp le rate , the leve l of d is tor t ion indicated on the table
is 17.6 dB below the desired signal. Thus , the total distortion
effect on the simulator output is a distortion signal 17.6 dB
below the multipath signal. Operation at such a high value of
Dopp ler spread in relation to the samp ling rate is not likely to
be needed since the highest sampling rate of the system for
32 measured samples of the impulse re spons e ( i . e . ,  ‘32 correla-
tors) is approximately 2 kHz, yielding a value of rms Doppler
spread of around 700 Hz to produce the -16.7 dB alias distortion .
Such large Doppler spreads are not predicted by the models avail-
able . Thus , under expected channel conditions , the alias dis-
tortion can be made neg ligible sin ce it dro ps rapidl y wi th
Dop pler spread , e.g., at a 354-Hz Dopp ler spread , the alias
distortion drops to a value 33.2 dB below the multipath signal
when the sampling rate is at the maximum .

We exp lore next the effect that the lack of inc lusion of
time-variant delays in the channel simulation has upon modem
error rate reproducibility. Consider first the direct path
alone . Let the transmitted signal be given by

( j2-rTf
0
t~

x(t) = Re z(t) e (2.48)

where z ( t )  is the comp lex envelope of the t r ansmi t t ed  s ignal and
f0 is the center frequency of the transmitted signal. Making
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‘[ABLE 2-7

RESIDUAL ALIAS DISTORTION RELAILVE TO DESIRFI) SIGNAL POWER
AS A FUNC TI ON OF THE RMS DOPPLER SPREAD N ORMALIZE D TO

‘[HE SAMPLING RATE

Tota l  D i s t o r t i o n  Power
Nt-IS Dopp ler Spread Relative to Desired

Normalized to Signal Power
Samp ling Ra te in dB

.177 -33.2

.250 - 2 5 . 2

.354 —17.6
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the valid assumption that a linear variation of delay with time
characterizes the delay r(t) over intervals of time long com-
pared to many data bi ts ,

T ( t )  = + ~~t (2.49)

where v is the rate of change of the line-of-sight path , c is
the veloci ty  of light , and is the delay at t=O. The re-
ceived signal in the absence of noise is given by

y( t) = x [t-T(t)]

V
/ ~ 

—j 2irf1~-—t -j2iif,~t= Re z 1 t -~~~t - r  )e uc 
e u (2 .50)

C 0/

whe re the term exp(-j2 iT f 0~ t) may be recognized as providing the
Dopp ler sh i f t  -f ~~ Hz.

Apart  from the Doppler sh i f t , which is provided for in the
simulator , the e f f e c t  of the t ime-variant delay is to cause a
change in time scale of the t ransmit ted  signal by the very small
amount - ( v / c ) .  For a Mach g l speed v , this corres nnds to ap-
proximately one par t in 10 . From the poin t of view of digi tal
modem s whose output comp lex envelope timing is con trolled by a
crystal oscillator , such a change in time scale produ ces an
ef fec t iden tical to a change of one part in 106 in the frequency
of the c rys ta l  osci l la tor .

The only types of military modems whose ou tpu t comp lex
envelope timing is not comp letely controlled by a crys tal os-
c illator are those which employ spread-spectrum pulse-forming
networks at the transmitter and a corresponding matched filter
at the receiver.  These modems may exhibit  a change in time
scale of the order of 1/106 in the received pulse as compared
to the matched filter impulse response . However , if such a time
scale c hange can cause perceptible degradation in a modem , that
modem wil l  like ly never be bui l t , because small temperature
changes will cause much greater changes in time scale of the
impulse response of the matche d f i l t e r  in the receiver.  We have
alread y pointed out that a typical time-scale change for cable
is of the order of 4 x 10 5/0C . For acoustic surface wave
matched tilters , the change is much Larger. In a sense , the
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e f f e c t s  of t ime-sca le  change on modem performance caused by
time-variant delay in a radio channel will be lost in the
effects of temperature fluctuations .

If no temperature sensitivity is assumed , it may he shown
that , if the time-bandwidth produc t of the spread-spectrum
pulse  s a t i s f i e s  the inequal i ty

WRMSTRMS (2.5 1)

where WRMS and TRMc are the rms bandwidth and time duration ,
respective ly ,  of the pulse

WRMS 
= ~~~~~~~~~~~~~~~~~~~ ( 2 . 52 ~

— 2 f7~ 2I ( L)
2 dt

- 

~ f ; p ( t )~~
2 dt 

(2.53)

then no pe rcep t ib le  degradat ion can occur . In de f in ing  WRMSand T RM S, it is assumed that  the pulse p ( t )  is centered at t 0
and i ts spect rum P ( f )  i’~ centered at f 0 .

Consider ing  thaL v/~ is of the order of 106, it is clear
that  t ime-bandwidth  products  approaching 100 , 000 would be needed
before any pos s ib i l i t y  of degradation might occur ! To our best
kn owledge , suc h large TW products  are not p rac t ica l  for  the
i :-p~~1se response of matched  f i l t e r s  with  the present  s t a t e - o f -
the-art of f ab r i ca t i on  techni ques .  Thus , t ime-sca le  change
induced by relative motion of the terminals does not need to be
provided in the simulation of a single line-of-sight path apart
f rom simula ti on of the Dop pler shift at the band center. More-
over , since the more general multipath situation can be broken
up in to  a Set of discrete paths wi. i the aid of the tapped delay
l ine  mode l , i t  is clear tha t  exact l y the same conclusion is
reached fo r  the general  channel  wi th mul tipath .
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